
Journal of Global Optimization 8: 209-215, 1996. 209 
© 1996 KluwerAcademic Publishers. Printed in the Netherlands. 

Editorial:  Hierarchical  and Bi level  P r o g r a m m i n g  

ATHANASIOS MIGDALAS 
Division of Optimization, Department of Maihematies 
Link6ping Institute of Technology, S-581 83 Link6ping, SWEDEN 

samig@math.liu.se 

PANOS M. PARDALOS pardalos~math.ufl.edu 
Center for Applied Optimization and Department of Industrial 
and Systems Engineering, University of Florida, Gainesville, FL 32611-6595, USA 

Received January 12, 1995; Revised August 15, 1995 

Abstract.  Approximately twenty years ago the modern interest for hierarchical programming 
was initiated by J. Bracken and J.M. McGill [9], [10]. The activities in the field have ever grown 
lively, both in terms of theoretical developments and terms of the diversity of the applications. 
The collection of seven papers in this issue covers a diverse number of topics and provides a 
good picture of recent research activities in the field of bilevel and hierarchical programming. 
The papers can be roughly divided into three categories; Linear bilevel programming is addressed 
in the first two papers by Gendreau et al and Moshirvaziri et al; The following three papers 
by Nicholls, Loridan & Morgan, and Kalashnikov K: Kalashnikova are concerned with nonlinear 
bilevel programming; and, finally, Wen & Lin and Nagase 8z Aiyoshi address hierarchical decision 
making issues relating to both biobjective and bilevel programming. 

Keywords: Hierarchical Programming, Bilevel Programming, Global Optimization, Multiobjec- 
rive Programming, Stackelberg Game 

1. I n t r o d u c t i o n  

Hierarchical programming is concerned with decision making problems that involve 
multiple decision makers ordered within a hierarchical structure. The higher order 
decision makers strongly influence the decisions of those with a lower rank. The 
most well-known case, described by the so-called Stackelberg game [25], [26], [1], [5], 
is the one in which decision makers of two different ranks are involved. This is the 
bilevel case. In fact, there has been little work done on the general multilevel 
hierarchical problem [2], [27]. Considering the complexity of the problem [14], [8], 
[27], even for the linear bilevel case, this should not surprise. 

2. The  Bilevel P r o g r a m m i n g  P rob l em 

The bilevel programming problem is formulated as follows: 

(P1) mi~ fl  (x(y), y) (1) 

s . t .gl(x(y),y) < 0 (2) 
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where x(y) e argmi f2(x,y) (3) 

s.t.g=(x, y) < 0 (4) 

P1 is called the upper or first level problem, while P2 is the loweror second level 
problem. 

The linear bilevel problem, i.e., the case where all functions involved are affine, is 
usually stated as follows: 

(LP1) 

where x solves (LP2) 

min cTx + dTy (5) 
Y 

minc~x q- dTy (6) 

s.t.Ax + By < b (7) 

x, y > 0 (8) 

The linear case and the nonlinear case with (strictly) convex second level problem 
have attracted the greatest attention in the literature [2], [26], [20], [23]. 

Despite its designation as "linear", problem (LP1)-(LP2) is NP-hard and belongs 
to the realm of global optimization [8], [14], [4], [12], [6]. 

In the paper contributed by M. Gendreau, P. Marcotte and G. Savard, an adaptive 
search method related to the Tabu metaheuristic is developed for the linear bilevel 
problem and large problem instances are solved with good accuracy and low CPU 
times. 

The paper contributed by K. Moshirvaziri, M. Amouzegar and S. Jacobsen presents 
an easy-to-implement method of constructing test problems for linear bilevel pro- 
gramming problems. It requires only the use of linear programming and local vertex 
enumeration. 

In the paper contributed by M. Nicholls, a special case of the nonlinear bilevel 
programming problem is treated. It models the complete operation of the Portland 
Aluminium Smelter in Victoria, Australia. The aim is to maximize the aluminium 
production while minimizing the main costs associated with the production. A 
solution approach based on local vertex enumeration and grid search tailored to 
the particular problem structure is developed. 

2.1. The  Stackelberg  Duopo ly  

In this case, the bilevel programming problem describes a hierarchical system that is 
composed of two levels of decision makers. The higher level decision maker, known 
as leader, controls the decision variables y E Y, while the lower level decision maker, 
known as follower, controls the decision variables x E X. The interaction between 
the two levels is modelled in their respective loss functions f l  (x, y) and f~ (x, y). 
The idea of the Stackelberg duopoly game [25], [1], [5] is as follows: The first player, 
the leader, chooses y E Y to minimize the loss function fl(x,  y), while the second 
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player, the follower reacts to leader's decision by selecting a strategy x C X that 
minimizes his loss function f2 (x, y), in full knowledge of the leader's decision. Thus, 
the follower's decision depends upon the leader's decision, i.e. x = x(y), and the 
leader is in full knowledge of this. 

Consequently, we have the following definition: 

D e f i n i t i o n .  

f2(x(y) ,y)  _< f2(x,y) ,  V x E X ,  

and if there exists y* E Y such that 

fl(x(y*),y*) <_ f2(x(y) ,y) ,  Vy EY, 

If there exists a mapping x : y --+ X such that for any fixed y E 3;, 

(9) 

(10) 

then the pair (x*, y*), where x* = x(y*), is called a Stackelberg equilibrium with 
the first player as leader and the second player as follower. 

According to the definition, the Stackelberg equilibrium prescribes an optimal 
strategy for the leader if the follower reacts by playing optimally, whenever the 
leader announces his move first. 

The bilevel programming model that corresponds to the conditions (9) -(10) of 
the definition above is: 

where 

min f l (x(y) ,  y) (11) yEY 

x(y) = argminf2(x,y) ,  (12) 
xEX 

where we have used implicitly the assumption that [5], [17] the follower's response to 
every strategy of the leader is unique, i.e., the reaction set of the follower, X*(y) = 
arg minxex f2 (x, y) is always a singleton. 

Whenever this assumption is not satisfied, there may be ambiguity in the possible 
responses of the follower and consequently in the attainable loss levels of the leader. 
If X*(y) is not always a singleton, the Stackelberg solution concept introduced in 
the definition above is not directly applicable. 

One way to remove the ambiguity in the attainable loss levels of the leader would 
be to stipulate that the leader's attitude is towards minimizing the worst outcome 
rather than towards taking risks. This introduces the weak Stackelberg problem[5], 
[17]: 

where 

min { max f l (x ,y )}  (13) 
y eY xeX*(y)  

X*(y) = argminf2x~x (x,y),  (14) 

The corresponding strong Stackelberg problem [16], [17] would then be 
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rain { min f l (x ,y )}  (15) 
yeY xEX*(y) 

where X*(y) = argminf2(x,y) ,  (16) 
xEX 

In the paper contributed by P. Loridan and J. Morgan, the method of Molodtsov[22] 
is used to approximate the weak Stackelberg problem with a sequence of strong 
Stackelberg problems. 

2.2. Min imiz ing  over  a N o n c o o p e r a t i v e  Equ i l ib r ium 

An interesting case of the bilevel programming problem arises when the second level 
consists of more than one antagonistic decision makers, all involved in a Nash game. 
Such problems frequently arise in mixed economies, land-use and traffic planning 
[2], [18], [20]. They are often formulated as mathematical programming problems 
with variational inequality constraints, thus: 

min fl(x, y) (17) 
s.t. y e Y (18) 

g(x, y)r(z - x )  > 0, Vz e X(y) (19) 
x e X(y) (20) 

Problems with variational inequality constraints arise also in the context of shape 
and structure optimization as well as in other engineering applications [24], [11], 
[13], [26]. 

In the note contributed by V. Kalashnikov and N. Kalashnikova, the related 
problem of finding a vector y* E Y = {y E X : g(y)T(x - -y)  > 0,Vx C X} such 
that f (y , )T(y  _ y , )  :> 0,Yy E Y, is considered and a penalty function method 
based on parametric variational inequalities is developed for the solution of the 
problem under suitable assumptions. 

3. Re la t ions  to  Mu l t i ob j ec t i ve  P r o g r a m m i n g  and Optimization over  
Efficient Sets  

The relations of the bilevel optimization problem (11)-(12) to the bicreteria opti- 
mization problem 

rain f(z) (21) 

s.t. z e Z,  (22) 



HIEI:tARCHICAL AND BILEVEL PI~OGKAMMING 213 

where z = (x, y), Z = X × Y, and f = ( f l ,  f2) T, has been debated in the past. In 
particular, the question whether the bilevel optimization problem can be solved as 
an equivalent bicriteria optimization problem has been addressed by several authors. 
Such an approach has been taken previously by [3], [28] in the linear case and by 
[15] for a special nonlinear problem. However, although such an approach can be 
justified in some special cases [21], it is generally inadequate as demonstrated with 
the means of counter examples in [6], [29], [19]. Thus, the solution to the bilevel 
problem may not be efficient. 

On the other hand, if both levels agree that the result of such a system is econom- 
ically inadmissible, they may be willing, if allowed, to cooperate when the optimal 
solution has been found inefficient. In the paper contributed by U.-P. Weng and 
S.-F. Lin, the notion of cooperative bilevel programming problem is introduced for 
this purpose. Its characteristics are studied and an efficient approach based on goal 
settings by the decision makers is proposed for its solution. 

The paper contributed by K. Nagase and E. Aiyoshi is concerned with the theme 
of how to choose the best solution out of a set of non-inferior solutions to a bicreteria 
optimization problem. For this purpose, the bilevel optimization problem 

minw ~(f(w)) (23) 

s.t. w e argmiznf(z) (24) 

is formulated. Here the first level is a preference optimization problem and the sec- 
ond level is a bicreteria optimization problem. This kind of hierarchical problems, 
known as optimization over efficient sets, have previously been analysed by [7] for 
the linear case. 

The first level objective function, ~, is a social preference constructed from the 
individual preferences of the decision makers using the simple majority decision rule. 
Under proper assumptions, a solution to (23)-(24) is obtained by transforming it 
to an e-parameter choice problem using the e-constraint method, and applying the 
golden section method. 

Acknowledgment s  

This collaboration has been made possible with the support of EUROPORT 2 
(ESPRIT III) and the Center for Industrial Information Technology (CENIIT), 
which is gratefully acknowledged. 

References  

1. J.P. Aubin (1979) Mathematical Methods o] Game and Economic Theory, North-Holland, 
Amsterdam 

2. G. Anandalingam and T.L. Friesz (ed.s) (1992), Hierarchical Optimization, Annals of Oper- 
ations Research 34, J.C. Baltzer AG. Basel, Switzerland 



214 A. MIGDALAS AND P. M. PARDALOS 

3. J.F. Bard (1983) An Efficient Point  Algori thm for a Linear Two-Stage Opt imizat ion Problem, 
Operations Research 31,670-684 

4. J.F. Bard (1991) Some Propert ies  of the Bilevel Programming Problem, Journal of Opti- 
mization Theory and Application 68, 371-378 

5. T. Ba~ar and  G.J.  Olsder (1982) Dynamic Noncooperative Game Theory, Academic Press, 
London 

6. O. Ben-Ayed and C.E. Blair (1990) Computat ional  Difficulties of Bilevel Linear Program- 
ming, Operations Research 38, 556.-560 

7. H.P. Benson (1984) Optimizat ion over Efficient Set, Journal o] Mathematical Analysis and 
Applications 98, 562-580 

8. C, Blair (1992) The Computa t ional  Complexity of Multi-Level Linear Programs,  in : [2], 
13-19 

9. J. Bracken and J.M. McGill (1973), Mathemat ical  Programs with Optimizat ion Problems in 
the Constraints ,  Operations Research 21, 37-44 

10. J. Bracken and J.M. McGill (1974), A Method for Solving Mathemat ica l  Programs with 
Nonlinear Programs in the Constraints ,  Operations Research 22, 1097-1101 

11. T.L. Friesz, R.L. Tobin, H.J. Cho and  N.J. Mehta  (1990) Sensitivity Analysis Based Heuristic 
Algori thms for Mathemat ica l  Programs with Variational Inequality Constraints ,  Mathemat- 
ical Programming 48, 265-284 

12. P. Hansen, B. Jaumard  and G. Savard (1992) New Branch-and-Bound Rules for Linear Bilevel 
Programming,  SIAM Journal on Scientific and Statistical Computing 13, 1194-1217 

13. P.T. Harker and J.S. Pang (1990) Fini te  Dimensional Variational Inequali ty and Nonlinear 
Complementar i ty  Problems: A Survey of Theory, Algori thms and Applications, Mathematical 
Programming 48, 161-220 

14. R.G. Jeroslow (1985) The Polynomial Hierarchy and Simple Model for Competi t ive Analysis, 
Mathematical Programming 32, pp. 131-153 

15. L. J. LeBlanc and D.E. Boyce (1986) A Bilevel Programming Algori thm for Exact  Solution 
of the Network Design Problem with User Optimal Flows, Transportations Research 20B,  
259-265 

16. M.B. Lignola and J. Morgan (1993) Regularized Bilevel Programming Problem, Preprint n. 
25/93, Dip. di Matemat ica  e Applicazioni "R. Coccioppoli", Universi ta  degli Studi di Napoli 
"Federico I r ' ,  Napoli, I taly 

17. L. Mallozzi and J. Morgan (1995) Weak Stackelberg Problem and Mixed Solutions under  
Data  Per turbat ions ,  Optimization 32, 269-290 

18. P. Marcot te  (1986) Network Design Problem with Congestion Effects: A Case of Bilevel 
Programming,  Mathematical Programming 34, 142-162 

19. P. Marcot te  (1988) A Note on the Bilevel Programming Algori thm by LeBlanc and Boyce, 
Transportation Research 22B,  233-237 

20. A. Migdalas (1995) Bilevel Programming in Traffic Planning:  Models, Methods and Chal- 
lenge, Journal of Global Optimization 7, 381-405 

21. A. Migdalas (1995) When is a Stackelberg Equil ibrium Pare to  Opt imum?,  in : Advances in 
Multlcriteria Analysis, P.M. Pardalos, Y. Siskos and  C. Zopounidis (ed.s), Kluwer Academic 
Publishers,  Dordrecht,  175-181 

22. D.A. Molodsov (1976) The Solution of a Class of Non Antagonist ic Games, USSR Comput. 
Math. i Math. Phys. 16, 1451-1456 

23. S.C. Narula and A.D. Nwosu (1991) Two-Level Resource Control  Pre-Empt ive  Hierarchi- 
cal Linear Programming  Problem: A Review, in : Recent Developments in Mathematical 
Programming, S. Kumar  (ed.), Gordon and Breach Science Publishers,  Philadelphia,  29-43 

24. J.V. Ou t r a t a  (1994) On Optimizat ion Problems with Variational Inequali ty Constraints ,  
SIAM J. Optimization 4, 340-357 

25. H. yon Stackelberg (1952) The Theory o] the Market Economy, Oxford University Press. 
26. L.N. Vicente and P.H. Calamai (1994) Bilevel and  Multilevel programming : A Bibliography 

Review, Journal o] Global Optimization 5, 291-306 
27. L.N. Vicente and P.H. Calamai (1995) Geometry and Local Opt imal i ty  Conditions for Bilevel 

Programs with Quadrat ic  Strictly Convex Lower Levels, in : Minimax and Applications, D.-Z. 
Du and  P.M. Pardalos (ed.s), Kluwer Academic Publishers,  Dordrecht,  141-151 



HIERARCHICAL AND BILEVEL PROGRAMMING 2 1 5  

28. G. Unlii (1987) A Linear  Bilevel Programming Algori thm Based on Bicreteria Programming,  
Computers and Operations Research 14, 173-179 

29. U.-P. Wen and S.-T. Hsu (1989) A Note on a Linear  Bilevel Programming Algori thm Based 
on Bicreteria Programming,  Computers and Operations Research 16, 79-83 


